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Pesquisa

Introducao

Resultados

Esta pesquisa propOe um sistema de controle multimodal para veiculos
autdonomos que integra o reconhecimento de gestos como comando
primario e o de emocodes faciais como uma camada de validacao. Essa
abordagem de dupla validagdo, na qual um comando gestual s6 é
executado se acompanhado por uma emocdo positiva, visa garantir a
intencdo do usuario e aumentar a seguranca operacional.

Objetivos

A pesquisa visa desenvolver e validar um sistema de controle bimodal

para aprimorar a interacdo cooperativa e segura entre operadores e

veiculos autonomos. Como objetivos especificos, tem-se:

e Implementar algoritmos de alta precisdo para o reconhecimento de
gestos e emocgoes.

e Desenvolver uma arquitetura integrada utilizando a plataforma ROS
(Robot Operating System) para a comunicagao entre os subsistemas.

e Implementar algoritmos de controle em MATLAB para traduzir os
comandos validados em acdes de movimentacao do robd.

e Validar a precisao e a repetibilidade do sistema em testes praticos.

Material e Métodos
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O método proposto consiste em um sistema de controle para o robd

Pioneer 3-DX com uma camada de validacao emocional, ilustrado nos
fluxogramas abaixo. Um classificador KNN (treinado com 70% das
amostras) reconhece cinco gestos, enquanto uma CNN (treinada no
dataset FER2013) analisa a emocao do operador ("Boa", "Neutra",
"Ruim"). Utilizando ROS 2 Foxy, a execucao do comando gestual é
condicionada a deteccao da emocao "Boa", que é responsavel pela
validacdo emocional e, por consequéncia, a intencao do controle.
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Figura 1: Fluxograma sobre a percepc¢ao do usudrio Figura 2: Fluxograma sobre a atuacdo do robd
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O classificador de gestos (KNN) alcangcou uma acuracia de 97,3%. Por
sua vez, o classificador de emocoes (CNN) obteve uma acuracia de
79,2%, com destaque para a categoria "Boa", essencial para a seguranca.
A integracao via ROS permitiu a comunica¢ao em tempo real entre os
modulos, realizando conforme previsto o controle do robd, o qual
executou as trajetorias correspondentes aos comandos validados.
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Tabela 1: Métricas de desempenho do classificador de gestos.

Figura 4: Integracdo do sistema de controle do rob6 via MATLAB e
emogdes em tempo real. ROS.

Figura 3: Execucao do sistema de reconhecimento de

Cconclusoes

O sistema bimodal proposto demonstrou ser uma solucgdo eficaz para a
interacdo humano-robo. A abordagem de dupla verificacao foi
validada pela alta acurdcia dos classificadores e pela integracao
bem-sucedida via ROS. Este método atua como uma camada de
seguranca essencial ao mitigar comandos nao intencionais, resultando
em um controle seguro para veiculos autonomos em ambientes
colaborativos.
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