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Esta pesquisa propõe um sistema de controle multimodal para veículos 
autônomos que integra o reconhecimento de gestos como comando 
primário e o de emoções faciais como uma camada de validação. Essa 
abordagem de dupla validação, na qual um comando gestual só é 
executado se acompanhado por uma emoção positiva, visa garantir a 
intenção do usuário e aumentar a segurança operacional.

Objetivos
A pesquisa visa desenvolver e validar um sistema de controle bimodal 
para aprimorar a interação cooperativa e segura entre operadores e 
veículos autônomos. Como objetivos específicos, tem-se:
● Implementar algoritmos de alta precisão para o reconhecimento de 

gestos e emoções.
● Desenvolver uma arquitetura integrada utilizando a plataforma ROS 

(Robot Operating System) para a comunicação entre os subsistemas.
● Implementar algoritmos de controle em MATLAB para traduzir os 

comandos validados em ações de movimentação do robô.
● Validar a precisão e a repetibilidade do sistema em testes práticos.

O classificador de gestos (KNN) alcançou uma acurácia de 97,3%. Por 
sua vez, o classificador de emoções (CNN) obteve uma acurácia de 
79,2%, com destaque para a categoria "Boa", essencial para a segurança. 
A integração via ROS permitiu a comunicação em tempo real entre os 
módulos, realizando conforme previsto o controle do robô, o qual 
executou as trajetórias correspondentes aos comandos validados.
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O método proposto consiste em um sistema de controle para o robô 
Pioneer 3-DX com uma camada de validação emocional, ilustrado nos 
fluxogramas abaixo. Um classificador KNN (treinado com 70% das 
amostras) reconhece cinco gestos, enquanto uma CNN (treinada no 
dataset FER2013) analisa a emoção do operador ("Boa", "Neutra", 
"Ruim"). Utilizando ROS 2 Foxy, a execução do comando gestual é 
condicionada à detecção da emoção "Boa", que é responsável pela 
validação emocional e, por consequência, a intenção do controle.

O sistema bimodal proposto demonstrou ser uma solução eficaz para a 
interação humano-robô. A abordagem de dupla verificação foi 
validada pela alta acurácia dos classificadores e pela integração 
bem-sucedida via ROS. Este método atua como uma camada de 
segurança essencial ao mitigar comandos não intencionais, resultando 
em um controle seguro para veículos autônomos em ambientes 
colaborativos.
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Figura 2: Fluxograma sobre a atuação do robôFigura 1: Fluxograma sobre a percepção do usuário

Tabela 1: Métricas de desempenho do classificador de gestos.

Tabela 2: Métricas de desempenho do 
classificador de emoções.

Figura 3: Execução do sistema de reconhecimento de 
emoções em tempo real.

Figura 4: Integração do sistema de controle do robô via MATLAB e 
ROS.


